Towards 3D-Aware Telepresence: Working on Technologies Behind the Scene.
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ABSTRACT
Telepresence has gone a long way since first seminal works on shared task and person spaces [1]. After a number of technologies, such as broadband internet, high quality HD low-delay video compression, or web applications, have become mature enough, several products have been able to irrupt into the market establishing a solid step forward towards practical true Telepresence solutions. Despite these advances, there is still work to do in what concerns naturality and usability. For instance, current systems are limited to 2D visual communication, limiting proper transmission of body language, and, in general, gaze and eye contact awareness. Telepresence spaces need also more immersive and intuitive interaction with documents and applications for more natural telecollaboration and task sharing.
In order to tackle these and other shortcomings, emerging technologies such as 3D imaging and multi-touch screens, respectively, are seen to be key for further progress in Telepresence. In this paper, ongoing work in these areas is presented. In particular, the approach taken in EU 3DPresence project is presented as example.
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1. INTRODUCTION
In virtual collaboration and task sharing within global businesses, teams are geographically dispersed, yet their tasks require collaboration and they share responsibility in working towards a common outcome. These teams are thus critically dependent on the efficacy of mediated communication and collaboration tools. There are several technologies that support virtual collaboration, including computer-mediated communication (CMC), audio conferencing (AC), and video conferencing (VC). State of the art Telepresence systems are typically at the high end of this spectrum, providing audio-visual capture, transmission, and display solutions that attempt to support an illusion that the remote participants are actually together, sharing the same physical space. Telepresence systems have gone a long way since first seminal works on shared task and person spaces [1],[2],[3]. After a number of technologies, such as broadband internet, high quality HD low-delay video compression, or web applications, have become mature enough, several products have been able to irrupt into the market establishing a solid step forward towards practical Telepresence solutions. Among them, we can count large format videoconferencing systems from major providers such as Cisco Telepresence, HP Halo, Polycom, or telecollaboration suites from leading software companies (see Figure 1). However,

Figure 1: State of the art Telepresence system by Cisco.

Figure 2: Evolved, more immersive, Telepresence including full 3D display system with multi-perspective experience (green and red perspective viewing cones) and integrated interactive surface for telecollaboration.
current systems still suffer from fundamental imperfections that are known to be detrimental to the communication process. When communicating, eye contact and gaze cues are essential elements of visual communication, and of importance for signaling attention, and managing conversational flow [4]. It is crucial to establishing rapport and trust in a relationship. Furthermore, immersive integration of telecollaboration interfaces and intelligent context detection by the system within person spaces appears as a key step in order to allow for the most naturally possible interaction and work with remote conference. Integration of interactive surfaces, interaction through gestural recognition and room context extraction from multi-modal data (e.g., audio-video) and subjects’ gestures, altogether with intuitive and user-centric interfaces are elements that will progressively be introduced on future Telepresence systems.

This paper presents some of the work performed within EU FP7 3DPresence project where, building upon state-of-the-art Telepresence systems concept, it investigates technologies to go towards more immersive 3D-aware Telepresence experiences. In particular, as depicted in Figure 2, we investigate the use of 3D auto-stereoscopic technologies to allow for multi-user gaze direction awareness, and better gesture perspective preservation. Also, gestural interfaces are investigated, starting by the integration of more immersive distributed collaborative interfaces based on interactive graphic surfaces that exploit the connectivity, flexibility and scalability of the cloud.

The paper is structured as follows: Section 2 revises the limitations in terms of eye-contact and gaze awareness in current Telepresence systems, and discusses about multi-perspective 3D auto-stereoscopic imaging technologies being explored in order to tackle this. An internet-distributed interface based on interactive surfaces and web technologies is then presented in Section 3. Finally, future steps are enumerated in Section 4.

2. NEXT GENERATION VISUALIZATION FOR MORE USABLE TELEPRESENCE: 3D

2.1 Are you talking to me?

Mismatches in perceived eye contact and gesture awareness are socially awkward and may lead to misunderstandings as to who is being addressed during a conversation. These cues appear to be of particular importance in social tasks, such as negotiation or conflict resolution [5],[6]. Current commercial solutions still experience problems in fully supporting eye contact and gaze direction, in multi-party (with multiple conferees per site) videoconferences (e.g., see Figure 3). Additionally, in general, current solutions do not support 3D display of communication partners, thereby lacking an important cue to spatial fidelity and physical presence. Visual 3D supports a more immediate spatial impression and improves the perception of proportion and size of remote conferees [7]. Indeed, Mühlbach, Böcker and Prussog [8] demonstrated that stereoscopy can enhance telepresence in videocommunications. People enjoyed and evaluated positively working with the stereoscopic videocommunication system, despite the drawback that this research was performed using shutter glasses, due to the unavailability of viable auto-stereoscopic solutions at that time (i.e., in 1995)[7]. Current auto-stereoscopic (AS) 3D displays are capable to provide multiple stereoscopic views in order to support some head motion parallax[9]. However, considering a situation with at least two users looking at a remote conferee (see Figure 3), an adapted screen should provide proper stereoscopic viewing for both of them as well as head motion parallax with significantly different simultaneous perspectives onto the scene. The geometrical design of the investigated telepresence system is based upon the well known shared virtual table concept (see Figure 2 and Figure 5). In our particular case, this is supposed to simulate a real conference situation for 3 parties and 6 participants (each remote conferee is replaced by a novel Multi-perspective AS 3D display). Eye contact and gesture awareness will be created by virtually adapting the

Figure 3 : Lack of directional eye contact and wrong sense of perspective in state of the art 2D Telepresence systems. Both pictures have been taken at the same time. Up: For the middle conferee, gaze direction seems correct. Down: For the conferee in discussion, gaze direction perception is totally flawed.

Figure 4: 3D visualization necessary to allow multi-user gaze direction perception for and improved and more natural experience.
perspective of view, simultaneously, of all remote conferees to each one of the local users.

2.2 3D Visualization for Gaze and Gesture Awareness: Multi-perspective Auto-stereoscopic 3D Displays.

Unlike common properties of usual AS 3D displays [9], the challenge in 3DPresence is to provide stereoscopic viewing for two users and head motion parallax with significantly different perspectives onto the scene. In Figure 4, the conceptual idea of a display with two different viewing cones is presented (viewing cones direction has some degree of freedom for adjustment). The approach taken within the project has been to develop a novel multi-view 3D display which provides two viewing cones providing significantly different perspectives each of them supporting multiple views.

Due to this novel display design, the viewing cones of four displays, related to the four remote conferees, must meet at the correct position of the two local conferees. This has significant impact on the overall geometric design of the system as the overlapping area of all viewing cones related to one local conferee must be as large as possible. The larger the area the better the local conferee can move and change its viewing position. Figure 5 depicts the display arrangement – notice the slight angle between displays in each pair – in order to achieve the proper overlap among viewing cones (two per display and eight in total). Figure 6 shows the multi-perspective effect produced by the experimental 3DPresence displays on a live around-the-table conference test. Two local conferees can feel simultaneously, and individually, whether they are, or they are not, really looked at.

In another line, efficient multi-view and 3D volumetric scene estimation are investigated [10] in order to enable transmission of AS 3D cues within each viewing cone, as well as to supply input data for room context detection and gesture recognition.

3. CLOUD-CONNECTED MULTI-TOUCH MULTI-USER DESKTOPS FOR MORE NATURAL TELECOLLABORATION

Access to stored digital information for presentation and exchange during a virtual meeting, or sharing a task in the most natural and usable possible manner, can be of critical importance to the success and/or productivity of a meeting. The ability to distribute, discuss and annotate, for example, documents, design drawings or operate an application with anyone in the meeting is part of the
natural flow of meetings, and should be part of any telepresence system that aims to support team collaboration. In terms of manipulating and sharing documents, multi-user multi-touch interfaces appear to have a number of promising features, in particular when multi-user, two-handed, natural interaction is supported [11]. As was demonstrated by Leganchuk, Zhai, and Buxton [12], two-handed interfaces have two types of advantages. First, there are manual benefits which are based on the fact that two hands allow twice as many degrees of freedom in movement, which allow for increased time-motion efficiency. Secondly, cognitive benefits occur as a consequence of reducing the load of mentally composing and visualizing the sequence of steps that would be required when using traditional techniques such as those used in current telecollaboration software suites. Furthermore, the benefits of two-handed input increase as the task complexity increases [12]. Remote multi-user tele-collaboration, apart from using most recent evolutions from modern interactive surface concepts (e.g. TouchLight [11] and beyond), they need to be connected through the Cloud by means of most recent web technologies in order to maximize ubiquitousness, flexibility and convergence. In 3DPresence project, based on a simple multi-touch overlay, a tele-collaboration desktop (Cloud Desktop, see Figure 8) has been designed using Adobe-Flash/Flex technology and a client-server communication engine architecture (see Figure 9). This interactive web desktop can run web applications being able to run on flash or simply on any browser. At the same time, the client-server architecture distributes among all the connected terminals the necessary information for real-time cross-site interaction. The fact that mainstream web technologies have been used to build such an interactive web desktop for collaboration, allows to any device with a touch-screen and a browser being able to join a telecollaboration meeting based on this application.

4. Future Work

Next steps include future research on 3D capture and display for improved visual telepresence cues, integration of context extraction (e.g. gestures, or attention detection), recognition into the system for an improved immersive experience and user experience assessments for further research development. Part of this work will be prosecuted as described and discussed by Cherubini et al. in [13].
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